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Abstract— Inaccuracy of computations is an important challenge
with the Stochastic Computing (SC) paradigm. Recently, deter-
ministic approaches to SC are proposed to produce completely
accurate results with SC circuits. Instead of random bit-streams, the
computations are performed on structured deterministic bit-streams.
However, current deterministic methods take a large number of
clock cycles to produce correct result. This long processing time
directly translates to a very high energy consumption. In this work,
we propose a design methodology based on the Residue Number
Systems (RNS) to mitigate the long processing time of the deter-
ministic methods. Compared to the state-of-the-art deterministic
methods of SC our proposed approach delivers 760× and 170×
improvements in terms of processing time and energy consumption,
respectively.

Index Terms—Stochastic computing, unary processing, determin-
istic bit-stream computing, residue number system, accelerator.

I. INTRODUCTION

Stochastic computing [1]–[3], an unconventional computing
paradigm processing bit-streams, has been recently gained con-
siderable attention in the hardware design and computer architec-
ture communities. Higher noise tolerance and lower hardware cost
compared to the conventional binary-radix-based designs are the
most appealing advantages of SC. Inaccurate computation and
long processing time, however, are the two major drawbacks of
the conventional SC-based designs. Recently, some deterministic
approaches to SC have been proposed to perform deterministic
and completely accurate computations with SC circuits [4], [5].

The deterministic methods proposed in [4] and [5] offer
completely accurate computation by processing unary bit-streams
(bit-streams with first all 1’s followed by all 0’s). As depicted
in Fig. 1, unary bit-streams can be generated by comparing an
increasing/decreasing number from an up/down counter and a
constant number based on the target value. To produce statisti-
cally independent bit-streams (which is a requirement for many
SC-based operations), three approaches are proposed: rotation
of bit-streams [4], clock dividing bit-streams [4], and using
bit-streams with relatively prime lengths [5]. These methods
guarantee high accuracy computation by processing bit-streams
for a large number of clock cycles (i.e., the product of the length
of the input bit-streams). For instance, to multiply two n-bit
precision data represented using two bit-streams of length 2n, the
deterministic methods takes 22n cycles to produce correct result.
Although the deterministic methods outperform the conventional
SC in term of computation accuracy, the long processing time
and consequently, high energy consumption (power × time) limit
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Fig. 1. Structure of a unary bit-stream generator.

their application. This work seeks a novel approach to mitigate
the high processing time of the current deterministic methods of
processing bit-streams. We integrate the deterministic methods
with the Residue Number Systems (RNS) [6] to improve the
performance of deterministic bit-stream computing.

II. MOTIVATION AND BACKGROUND

A. Deterministic SC

Deterministic methods of processing bit-streams [4], [5] out-
perform the conventional SC due to their capability in producing
completely accurate results. Random fluctuations in generating
bit-streams and correlation between bit-streams are the main
sources of inaccuracy in the conventional SC. Relying on deter-
ministically generated unary bit-streams, the deterministic meth-
ods proposed in [4] and [5] remove the randomness requirement
of processing bit-streams. By properly structuring bit-streams,
these methods produce completely accurate results when the op-
eration runs for the product of the length of the bit-streams. Three
methods are proposed based on unary bit-streams: rotation [4],
clock division [4], and relatively prime bit-stream lengths [5].
Fig. 2 exemplifies these three methods. All these approaches
follow the same rule: every bit of one input bit-stream meets
every bit of the other input bit-stream exactly once.

B. Residue Number System

RNS is a number representation system in which a number is
represented by its residues to the members of a set of relatively
prime integers (called moduli set). Formal definition of RNS can
be written as follows: considering a set of L relatively prime
numbers < m1,m2, ...,mL >, an integer value x is represented
by < x1, x2, ..., xL > where xi = x mod mi. An important
advantage of using the RNS is that complex and costly operations
can be split into several independent and simple operations
running in parallel [6], [7]. For example, a 2-input multiplication
(x× y) can be performed in three steps:
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Fig. 2. Examples of the multiplication operation using the three deterministic
methods: (a) relatively prime stream length, (b) clock division and (c) rotation.

• Convert the two integer operands, x and y, to their RNS
representation.

• Multiply each pair of (xi, yi)
• Convert the multiplication result back to the weighted binary.

This computation flow can be also extended to other arithmetic
operations such as addition and subtraction. Considering the
fact that the residues are significantly smaller than the original
numbers, they require a lower bit-width to be represented.

An RNS system with moduli set < m1,m2, ...,mL > repre-
sents M = m1 ×m2 × ...×mL different numbers. M is called
the dynamic range of the system. To represent an n-bit binary
number, the dynamic range of the selected moduli set should
be greater than 2n to guarantee that all numbers in the range
of [0, 2n − 1] can be covered by the selected moduli set. For
example, < 8, 7, 5 > is a moduli set with a dynamic range equal
to 280 = 8× 7× 5 that can be used to represent 8-bit precision
weighted binary numbers.

Example 1: considering the moduli set < 8, 7, 5 > and two
operands x = 17 and y = 13, multiplication of these two
operands can be performed as follows. x = 17 is represented
by < 2, 3, 1 >, where 2, 3, and 1 are the residues when dividing
17 by the modulus 8, 7 and 5, respectively. Also, y = 13 is
represented by < 3, 6, 5 >. A drawback of using the RNS can be
seen in this example. Representing an 8-bit binary number using
the RNS format requires 9 bits (each modulus needs 3 bits). As
shown in Fig. 3, the multiplication and addition operations are
each divided into three simpler operations running in parallel. In
multiplication of modulus m2 = 7, 3× 6 = 18 is greater than 7
and hence the result must be changed to 4. So, the operation in
each modulus must be performed using modular operators such
that the result of the operation is within [0, mi]. Designing such
a circuit is difficult and one of the challenges with the RNS.
Chinese Reminder Theorem (CRT) [8] is a solution to convert a
number in the RNS format to its corresponding weighted binary
representation.

III. OUR PROPOSED METHOD

In this section, we propose a novel approach to tackle the
long processing time problem of the deterministic bit-stream
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Fig. 3. (a) A two-input addition and (b) a two-input multiplication using RNS.

computing. We combine the deterministic methods of processing
bit-streams with the RNS to reduce the number of clock cycles
required to perform accurate computation. The total processing
time of the bit-stream-based methods is found by multiplying
the number of clock cycles needed to complete an operation and
the critical path latency of the circuit. In deterministic bit-stream
computing, the number of clock cycles required to perform an
operation follows an exponential function of the bit-width of the
operands. Using high-bit-width binary numbers as the operands
of the deterministic methods lead to very long processing time
and hence very high energy consumption. Exploiting the inherent
parallel nature of the RNS, we split the high-bit-width operands
of the computation into operands (residues) with lower bit-widths.

Example 2: Given two 8-bit precision inputs in the weighted
binary format, multiplication using the deterministic methods
needs 216 clock cycles to produce completely accurate result [4].
Our proposed method that combines the deterministic methods
with the RNS with moduli set M =< 8, 7, 5 > requires a
significantly smaller number of clock cycles (e.g., 26 cycles).
Table I compares our proposed method and prior deterministic
methods in term of the number of clock cycles for five different
cases. Our RNS-based method needs a CRT module to convert the
result back to the weighted binary format. This module imposes
an area and power overhead to the proposed method compared
to the methods of [4] and [5]. The energy saving due to an
exponential reduction in the number of clock cycles, however,
compensates the overhead and results in a significantly lower
total energy consumption.

A. Hardware Architecture

Fig. 4 demonstrates the high-level block diagram of the pro-
posed architecture to perform an n-bit precision multiplication.
The moduli set is < m1,m2, ...,mL >. An input buffer is used to
store two distinct numbers, A and B, in the RNS format. These
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Fig. 4. Integrating deterministic SC multiplication with RNS

TABLE I
CLOCK CYCLE COMPARISON OF THE PROPOSED METHOD AND PRIOR

DETERMINISTIC METHODS

Binary
Precision

Moduli
Set

Prior
Deterministic

[4], [5]

Proposed
Method

Clock
Reduction

8 bits 8,7,5 216 26 210

16 bits 16,15,13,11,7 230 28 222

16 bits 64,63,61 232 212 220

24 bits 32,31,29,27,25 248 210 238

24 bits 64,63,61,59,55 248 212 236

numbers are injected as the inputs of the circuit. L bit-stream
generators (Gen 1,...,Gen L) are used to generate deterministic bit-
streams based on one of the three deterministic methods proposed
in [4] and [5]. Using a proper moduli set, the needed bit-width in
our proposed method is slightly more than that of other determin-
istic methods. Our experimental results show that this difference
does not exceed three bits in most cases. As shown in Fig. 4, L
parallel AND gates are employed to perform the multiplication
operations. Each AND gate is followed by a counter to convert
the produced bit-stream to binary representation by counting the
number of 1s in the bit-stream. At the same time, to calculate
the residues, the reset signal of each counter is connected to
the corresponding modulus. Due to using simple AND gates,
the design and implementation of the modular multiplier in our
approach is simpler than implementing the conventional binary
modular multipliers. To convert the final results to the weighted
binary format, a CRT module is used. The hardware overhead
of the CRT module is relatively high. However, in case of
using several multiplications in large applications (such as image
processing), the RNS-to-binary conversion can be confined to
the last stages of computation. This inefficiency can then be
compensated by the performance improvement offered by the
proposed RNS-based method.

IV. EXPERIMENTAL RESULTS

We implemented the proposed architecture in RTL VHDL and
synthesized by the Synopsys Design Compiler using a 45 nm
technology library. Synthesis results in terms of power consump-
tion at maximum working frequency, critical path latency, and
energy consumption for the case of implementing a 2-input mul-
tiplier with the proposed design and with the prior deterministic

TABLE II
THE SYNTHESIS RESULTS IN 45NM TECHNOLOGY: POWER (µW ), CRITICAL

PATH LATENCY (nS), ENERGY(pJ ), AND PROCESSING TIME (nS).

Arch.
Power
(µW )

CP
(nS)

# of
cycles

Energy
(nJ)

PT
(nS)

8-bit 8,7,5 165 1.29 26 108.19 186
Deter. Clk Div [4] 131 2.16 216 1.86E+4 1.42E+5

16-bit 16,15,13,11,7 208 1.49 28 261.81 532
Deter. Clk Div [4] 232 3.44 232 3.43E+9 1.48E+10

16-bit 64,63,61 307 1.73 212 3203.17 7839
Deter. Clk Div [4] 232 3.44 232 3.43E+9 1.48E+10

bit-stream processing are reported in Table II. For the prior
deterministic method we implemented the clock division method
of [4]. For the proposed design, we measured the processing time
and the energy consumption of the bit-stream-based part and the
CRT module, separately, and then accumulated the numbers to
find the total processing time (PT) and total energy consumption.
For the bit-stream-based part, the processing time and energy
consumption are functions of the number of clock cycles.

As reported in Table II, the proposed design outperforms its
counterpart in terms of energy consumption and processing time.
The proposed RNS-based design offers 172× saving in energy
and 763× speedup compared to the clock division method of [4].
Table II also shows that the energy and processing time reduction
for a specific bit-width depends on the selected moduli set. Due
to using some additional gates and the CRT module, the power
consumption of the proposed design is higher than that of the
prior deterministic design. However, since the required number of
clock cycles with our method is much less than the conventional
deterministic method, our work outperforms its counterpart in
terms of energy consumption and processing time.

V. CONCLUSION

In this work, we proposed a novel approach to improve the
processing time and hence the energy consumption of the current
methods of deterministic bit-stream processing. Integrating the
RNS with the deterministic methods, 763× speedup is achieved.
The proposed method also reduces the energy consumption by a
factor of 172×.
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